Параллельные заметки №3 — базовые конструкции OpenMP

Начнем знакомство непосредственно с использованием технологии OpenMP и рассмотрим в этой заметке некоторые базовые конструкции.  
  
При использовании OpenMP мы добавляем в программу два вида конструкций: функции исполняющей среды OpenMP и специальные директивы #pragma.

Функции

Функции OpenMP носят скорее вспомогательный характер, так как реализация параллельности осуществляется за счет использования директив. Однако в ряде случаев они весьма полезны и даже необходимы. Функции можно разделить на три категории: функции исполняющей среды, функции блокировки/синхронизации и функции работы с таймерами. Все эти функции имеют имена, начинающиеся с omp\_, и определены в заголовочном файле omp.h. К рассмотрению функций мы вернемся в следующих заметках.

Директивы

Конструкция #pragma в языке Си/Си++ используется для задания дополнительных указаний компилятору. С помощью этих конструкций можно указать как осуществлять выравнивание данных в структурах, запретить выдавать определенные предупреждения и так далее. Форма записи:

#pragma директивы

Использование специальной ключевой директивы «omp» указывает на то, что команды относятся к OpenMP. Таким образом директивы #pragma для работы с OpenMP имеют следующий формат:

#pragma omp <директива> [раздел [ [,] раздел]...]

Как и любые другие директивы pragma, они игнорируются теми компиляторами, которые не поддерживают данную технологию. При этом программа компилируется без ошибок как последовательная. Это особенность позволяет создавать хорошо переносимый код на базе технологии OpenMP. Код содержащий директивы OpenMP может быть скомпилирован Си/Си++ компилятором, который ничего не знает об этой технологии. Код будет выполнятся как последовательный, но это лучше, чем делать две ветки кода или расставлять множество #ifdef.  
OpenMP поддерживает директивы private, parallel, for, section, sections, single, master, critical, flush, ordered и atomic и ряд других, которые определяют механизмы разделения работы или конструкции синхронизации.

Директива parallel

Самой главной можно пожалуй назвать директиву parallel. Она создает параллельный регион для следующего за ней структурированного блока, например:

#pragma omp parallel [другие директивы]

структурированный блок

Директива parallel указывает, что структурный блок кода должен быть выполнен параллельно в несколько[потоков](http://www.viva64.com/terminology/Thread_Parallel_thread_rus.html). Каждый из созданных потоков выполнит одинаковый код содержащийся в блоке, но не одинаковый набор команд. В разных потоках могут выполняться различные ветви или обрабатываться различные данные, что зависит от таких операторов как if-else или использования директив распределения работы.  
  
Чтобы продемонстрировать запуск нескольких потоков, распечатаем в распараллеливаемом блоке текст:

#pragma omp parallel

{

cout << "OpenMP Test" << endl;

}

На 4-х ядерной машине мы можем ожидать увидеть следующей вывод
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Но на практике я получил следующий вывод:
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Это объясняется совместным использованием одного ресурса из нескольких потоков. В данном случае мы выводим на одну консоль текст в четырех потоках, которые никак не договариваются между собой о последовательности вывода. Здесь мы наблюдаем возникновение [состояния гонки](http://www.viva64.com/terminology/Race_condition_rus.html) (race condition).  
  
Состояние гонки — ошибка проектирования или реализации многозадачной системы, при которой работа системы зависит от того, в каком порядке выполняются части кода. Эта разновидность ошибки являются наиболее распространенной при параллельном программировании и весьма коварна. Воспроизведение и локализация этой ошибки часто бывает затруднена в силу непостоянства своего проявления (смотри также термин [Гейзенбаг](http://ru.wikipedia.org/wiki/%D0%93%D0%B5%D0%B9%D0%B7%D0%B5%D0%BD%D0%B1%D0%B0%D0%B3)).

Директива for

Рассмотренный нами выше пример демонстрирует наличие параллельности, но сам по себе он бессмыслен. Теперь извлечем пользу из параллельности. Пусть нам необходимо извлечь корень из каждого элемента массива и поместить результат в другой массив:

void VSqrt(double \*src, double \*dst, ptrdiff\_t n)

{

for (ptrdiff\_t i = 0; i < n; i++)

dst[i] = sqrt(src[i]);

}

Если мы напишем:

#pragma omp parallel

{

for (ptrdiff\_t i = 0; i < n; i++)

dst[i] = sqrt(src[i]);

}

то мы вместо ускорения впустую проделаем массу лишней работы. Мы извлечем корень из всех элементов массива в каждом потоке. Для того, чтобы распараллелить цикл нам необходимо использовать директиву разделения работы «for». Директива #pragma omp for сообщает, что при выполнении цикла for в параллельном регионе итерации цикла должны быть распределены между потоками группы:

#pragma omp parallel

{

#pragma omp for

for (ptrdiff\_t i = 0; i < n; i++)

dst[i] = sqrt(src[i]);

}

Теперь каждый создаваемый поток будет обрабатывать только отданную ему часть массива. Например, если у нас 8000 элементов, то на машине с четырьмя ядрами работа может быть распределена следующим образом. В первом потоке переменная i принимает значения от 0 до 1999. Во втором от 2000 до 3999. В третьем от 4000 до 5999. В четвертом от 6000 до 7999. Теоретически мы получаем ускорение в 4 раза. На практике ускорение будет чуть меньше из-за необходимости создать потоки и дождаться их завершения. В конце параллельного региона выполняется барьерная синхронизация. Иначе говоря, достигнув конца региона, все потоки блокируются до тех пор, пока последний поток не завершит свою работу.  
  
Можно использовать сокращенную запись, комбинируя несколько директив в одну управляющую строку. Приведенный выше код будет эквивалентен:

#pragma omp parallel for

for (ptrdiff\_t i = 0; i < n; i++)

dst[i] = sqrt(src[i]);

Директивы private и shared

Относительно параллельных регионов данные могут быть общими (shared) или частными (private). Частные данные принадлежат потоку и могут быть модифицированы только им. Общие данные доступны всем потокам. В рассматриваемом ранее примере массив представлял общие данные. Если переменная объявлена вне параллельного региона, то по умолчанию она считается общей, а если внутри то частной. Предположим, что для вычисления квадратного корня нам необходимо использовать промежуточную переменную value:

double value;

#pragma omp parallel for

for (ptrdiff\_t i = 0; i < n; i++)

{

value = sqrt(src[i]);

dst[i] = value;

}

В приведенном коде переменная value объявлена вне параллельного региона, задаваемого директивами "#pragma omp parallel for", а значит является общей (shared). В результате переменная value начнет использоваться всеми потоками одновременно, что приведет к ошибке состояния гонки и на выходе мы получим мусор.  
  
Чтобы сделать переменную для каждого потока частной (private) мы можем использовать два способа. Первый — объявить переменную внутри параллельного региона:

#pragma omp parallel for

for (ptrdiff\_t i = 0; i < n; i++)

{

double value;

value = sqrt(src[i]);

dst[i] = value;

}

Второй — воспользоваться директивой private. Теперь каждый поток будет работать со своей переменной value:

double value;

#pragma omp parallel for private(value)

for (ptrdiff\_t i = 0; i < n; i++)

{

value = sqrt(src[i]);

dst[i] = value;

}

Помимо директивы private, существует директива shared. Но эту директиву обычно не используют, так как и без нее все переменные объявленные вне параллельного региона будут общими. Директиву можно использовать для повышения наглядности кода.  
  
Мы рассмотрели только малую часть директив OpenMP и продолжим знакомство с ними в следующих уроках.
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Хороший, краткий, доступный обзор. Буду ждать продолжения.
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Супер!   
Каждый раз когда писал громоздкие «for» мечтал о подобной параллелизации. В ближайшее же время опробую.  
  
Вот еще какой вопрос знатокам, сложно ли это прикрутить это к gcc или другим компиляторам кроме Visual Studio?
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GCC поддерживает OpenMP с версии 4.2.
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    - [**reddot**](http://habrahabr.ru/users/reddot/),
    - 26 февраля 2010, 12:32
    - [#](http://habrahabr.ru/company/intel/blog/85273/#comment_2557011)
    - [↑](http://habrahabr.ru/company/intel/blog/85273/#comment_2548516)
      * **+1**

reddot@doone:~/default/samples/openmp$ sudo apt-get install libgomp1  
reddot@doone:~/default/samples/openmp$ cat hello.c  
#include <stdio.h>  
  
int main()  
{  
#pragma omp parallel  
printf(«hello world\n»);  
return 0;  
}  
  
reddot@doone:~/default/samples/openmp$ gcc -Wall -Wextra -fopenmp hello.c  
reddot@doone:~/default/samples/openmp$ ./a.out  
hello world  
hello world

* + [![Unforgiven](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAYCAIAAABvFaqvAAAD5UlEQVQ4jXVVzW8bRRSf2Z2dXXvX3jgfbuz4gySEJmoVJaBK0KaVkFJ6QoCEokq5IvVfKH8BEhfgxAGJI5yQyqUIRVGlICSUDxJApCSmyLFdbNd2dtdee23vzgyHcTcbJ7zDaGb3ze+93/sayBhjjIGXAiFkjEEIAQB8c/EvuEygD8Qvc/G1/y7ubO1/G4tOrt74KKqNDUEH7QnBsy9cr9d3/ig8ylf2687T7zY+o5QGbfhX+EYY8shfIYRmsz6TXpCl8M72r/+eFgkh57ic1xeG6PgrYywSHtt8spXPF+dml1dv3L9I36fJGEND0QUAFKuHv+c2Y9HkXPL2UnptUluKjU8RW7dtW9M0xpggCKIo+r4MCHHmPlzDfP5455PD3MHs9By1ptbf/RghBCEkhHQ6HVVVEUKtVkvTNIRQkKkQ9IUxVmnkby3fE4C0u3vwonmCsYQxliQJIRSJRAAA5XLZMK1mqzUULzSUyDHtla8ffV6p1K/OvX5n6T4AZ0Gp1WoAgJZtJxIJz3WDQIwxxH3xPI9zRKK8mFxPRJ5NTGRdU/M8L1/eJ5RMJ5dLpVKv19NHRn87OJifn/fjPXCFUkoIYYzxNZ/PZzIZHpd2u725+9Ve7vtkIgWc8fdvP4zFYq7riqJYrVanpqYEYVCGsiwjAEC/31cUpVarOd2uGomGQiFuR9O0VDoO5Ts/bT8hXglhqqoqt48QUhTFtm0AgGmaqVQKAQAsy7LbbcuyRsfGiEeC9XJyUtr762en4957+0MsqX5Qer0extgwDMdxoiOjlFIEAIhGo7lczvWI1WyGQ6ErV+J2x1BkDUKYVFcKcmPuWjzkXJWx4gP1+/29vb1IVJ+YmLBbTUEYHzSt67rdblcUxRe1yo+7X/xT3p5OL1xPrM2kFnVd9zyPEFKv17PZLITQdd1CoYAxbrfbGONMJhMOhxGPPMYYY8wYc4XTlTdvlh//aTQbW9Vv3nrjriiKPEGKokiS5DiO53m6rieTyWDWhGATAwCIC07KR4bRzD8rpDOvUUrhS3FdlxBSrVZr9YaApCDKWWX7xZ2KzxeO+70uXFlZmxm5yVuH/zJN8+joqO95I7rOiBdEOes1v90YY4ZhFEt5CckISQKix5XNdse4PnOXOhqE0CNEU9V0Oi1J0jmgoVEbFELIxs6XR8UtBlnL6q6vfjqTXfAZnfU9hIPBdikK1w6F8Wz62tPD48apWbeeAwB4NYPAqOQbdCmKj9UxQhu//CDhyAfvPEiOvwrOj9qgX/8LxAfYreX3FGG06Vjj8uJkPHUR4uwh4IehtyH4hVJKKRVFURCEYFCC6YYQ/gdms3CbUlntDwAAAABJRU5ErkJggg==)](http://habrahabr.ru/users/Unforgiven/)
  + [**Unforgiven**](http://habrahabr.ru/users/Unforgiven/),
  + 24 февраля 2010, 11:31
  + [#](http://habrahabr.ru/company/intel/blog/85273/#comment_2548650)
    - **+1**

Есть ли средства отладки (оч желательно — бесплатные), чтобы увидеть сколько потоков запущены, какие переменные в каждом из них, над какими данными выполняются операции и т д...?

* + - [![izard](data:image/gif;base64,R0lGODlhFwAXAOYAAKSYmJGEhJ2VlaCUlJKFhZyRkZ+SkpOIiLGnp6menqKWlrqysrOpqb21tZCDg8bExMrIyMzKytHOzsjGxuzn597Z2u7o6JWKiuvl5e/q6fHs6+7o6d7Z2evl5tbS0peKipeNjdvX1+nj45WJiezo55mNjZqOjtvY1+7p6M/Ly/Dq65OGhpmQkOfi4pSIiJaLi9TR0JKGhtnW1efj4ufi46abm/Dr697a2dTQ0ZiMjNbS07Srq+nj5JSHh+nk45uSktnV1ZiLi5SJic/LzNTQ0NnV1pOHh5aMjJeMjOzn6Letrevm5ZaJicS8vMfAwNbT0pmMjKyiopuQkN7a2qugoMrDw7ivr5yPj52SksW+vs/MzL+3t5aKisK6uvDr6ryzs/Hs7MC4uJuPj66jo5WLi83GxpGFhZmOjpeLi9vY2K+lpaOYmO7p6eXh4Onk5J6RkaecnKWZmdvX2Ozo6MvFxe/q6u/p6pWIiJ+YmOXg4PHr7O/p6ePe3vDq6uDc3PHr6yH5BAAAAAAALAAAAAAXABcAAAf/gH8af4R6hIUag3+Gi3qGGmCMgoqMkYeNhSp9m16bfSqaNpyifaSfdRl7qnape6mtrqqyGRkWFhsbFii6G2VVTk0bKChswra5JBTJFBRJFHROWV1bX83Jc8okSRgdHRjcHb9NYQ0LSjtL398dSx08Pjw8Im4i0tRWSgwIPiJwcWsi+M2g0YIGjYHkzO1AMIZKixlxFAxo8TCPxYt5vlhZqCZKghpt8gwwgOUin5MoTy5smCAOSiwFpKD0Q7NmTY81ANgUY8JEzRscKgCtIDRohaAcplQwcaYEiApTOJxIcyJE1RByco6MGaJEDiRgT1SVUUSGDCBlIw4ocMUElBxom17IBUIWiIcnOjzoeLJmZFsoQT5w4XKBzBG9HjzgIAKjMREDBUyUCMxkhOULL47AwLFYgmfPb8RM/mDZhWkhF4589qwlheshXj/ccdHDiJEDB4SQATFkSOsUEYIH/8Ckx4rjMW6jBsFCeHAI0KEbJ0A9RvLlLH5Ehz6he3cCAQKYGR/jwAXmPwR47/6gfXsH8MWXP59dAB737QMBADs=)](http://habrahabr.ru/users/izard/)
    - [**izard**](http://habrahabr.ru/users/izard/),
    - 24 февраля 2010, 16:42
    - [#](http://habrahabr.ru/company/intel/blog/85273/#comment_2550055)
    - [↑](http://habrahabr.ru/company/intel/blog/85273/#comment_2548650)
      * **0**

Intel Thread profiler — показывает достаточно наглядно, но это не совсем отладчик. Бесплатный первый месяц, потом можно повторить.